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A new generation of aircraft, namely, unmanned aerial vehicles (UAVs), and, in particular, autonomous UAVs, are
expected to carry out very critical maneuvers, well in excess of what pilots are able to tolerate. A newly developed
theory for the dynamics and control of maneuvering flexible aircraft is ideally suited for the analysis and design of
such aircraft. The state equations for maneuvering flexible aircraft are nonlinear and of high dimension. With due
consideration to the way aircraft are flown, the problem can be separated into one for the generally large aircraft
motions on a given flight path and another one for small perturbations from the flight path and elastic vibration,
where the second problem receives inputs from the first. The case in which the flight path represents a time-
dependent maneuver, so that the system of perturbation equations is time varying is studied. Several developments
designed to facilitate the treatment of time-varying systems are provided. In particular, included are 1) an explicit
derivation of the matrices defining the state equations, 2) a new approach to the control of the perturbations
from the flight path and the elastic vibration, and 3) expressions for the implementation of the controls in discrete
time. Computer solutions for the system response can be carried out conveniently by the use of MATLAB® and
MATHEMATICA. A numerical example illustrates the approach for the case of a flexible aircraft executing a pitch
maneuver.

Nomenclature
A∗, B∗ = coefficient matrices in first-order state equations
A(t) = closed-loop system matrix
Ce = matrix of direction cosines between xe yeze

and x f y f z f

C f = matrix of direction cosines between x f y f z f

and XY Z
Cw = matrix of direction cosines between xw ywzw

and x f y f z f

Cη = damping matrix
Dm = matrix relating component generalized coordinate

vector q to aircraft generalized coordinate vector ξ
di = drag force per unit span of component i
E f = matrix relating Eulerian velocities to angular quasi-

velocities
F, M = resultant of gravity, aerodynamic, propulsion, and

control force and moment vectors
FE = engine thrust vector
Fext = external disturbing force vector
FF (1) = first-order generalized force vector
fai , fsi = distributed aerodynamic force vectors for

component i
fgi = distributed gravity force vector for component i
fi = distributed force vector for component i due to

gravity, aerodynamics, and controls
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f1, f2 = nonlinear functions of the state vector
G = control gain matrix for linear quadratic regulator
g = gravitational constant
Hc = gain matrix for direct feedback control
H(t) = matrix of coefficients for aerodynamic, distributed

controls, and gravity forces
I = identity matrix
J = inertia matrix for the deformed aircraft
K = stiffness matrix
k j , c j = gain coefficients for direct feedback controls
�i = lift force per unit span of component i
M = system mass matrix
M (0)

rr = inertia matrix of undeformed aircraft
Mξ = reduced mass matrix
m = total aircraft mass
mi = mass of component i
Oi = origin of body axes for component i
p = momentum vector for whole aircraft
pV f , pω f = momentum vectors for aircraft rigid-body

translation and rotation
p̃V f , p̃ω f = skew symmetric matrices derived from pV f , pω f

pη = generalized momentum vector
Q, R = weighting matrices in performance measure
Qξ = generalized force vector
qui , qψi = vectors of generalized coordinates for bending and

torsion of component i
R f = position vector of origin O f of x f y f z f relative to

XY Z , R f (X f , Y f , Z f )

r f w = radius vector from O f to Ow

ri = nominal position vector of point on component i
S̃ = matrix of first moments of inertia

of deformed aircraft
si = side force per unit span of component i
T = kinetic energy; sampling period
tk = sampling time
u = control vector
V f ,ω f = translational and angular quasi-velocity vectors

of x f y f z f

Ṽ f , ω̃ f = skew symmetric matrices derived from V f ,ω f
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V̄i (ri , t) = velocity vector of point on component i
XY Z = inertial axes
x j yi zi = body axes of component i
x(k) = state vector at tk = kT
x(0), x(1) = zero- and first-order state vectors
αi = angle of attack of lift force for component i
βi = angle of attack of side force for component i
δ(0)

a , δ(1)
a = zero- and first-order aileron angles

δ(0)
e , δ(1)

e = zero- and first-order elevator angles
δ(0)

r , δ(1)
r = zero- and first-order rudder angles

δ(r − rE ) = spatial Dirac delta function at r = rE

η = generalized velocity vector
θ f = symbolic vector of Eulerian angles between x f y f z f

and XY Z
ξ = generalized displacement vector
ρi = mass density of component i

ui , 
ψi = matrices of shape functions for bending and torsion

of component i
ψ, θ, φ = Eulerian angles from inertial axes XY Z to body

axes x f y f z f

I. Introduction

T HE subject of dynamics and control of flexible aircraft has re-
ceived scant attention over the years, which can be attributed

to the complexity of the problem. The motion of flexible aircraft
can be described by rigid-body translations and rotations of a given
reference frame and elastic deformations of the flexible aircraft com-
ponents relative to the reference frame. The rigid-body motions tend
to be large and are described by nonlinear ordinary differential equa-
tions. On the other hand, the elastic deformations tend to be small
and are described by boundary-value problems; they involve linear
partial differential equations. For practical reasons, the boundary-
value problems must be approximated by generally large sets of
ordinary differential equations through spatial discretization. The
solution of large sets of nonlinear equations has tended to discour-
age even the most ambitious investigators, particularly in the early
days in which powerful computers were not readily available. As a
result, studies have tended to focus on certain aspects of the prob-
lem under limiting assumptions. At one end of the spectrum, we find
flight dynamics,1 which is concerned for the most part with large
motions of rigid aircraft. At the other end, we find aeroelasticity,2

which is concerned primarily with elastic cantilevered wings.
Although as long ago as six decades there have been some calls for

simultaneous consideration of both rigid-body motions and elastic
deformations, very few investigations have actually heeded the calls.
Moreover, most investigations that have heeded the calls represent
technical reports and conference presentations, rather than refereed
archive publications. Among these, we single out a comprehensive
report by Dusto et al.,3 representing one of the first serious efforts to
include structural and aerodynamic effects in a single formulation.
However, the use of two unrelated reference frames, one for the
structure and the other for the aerodynamics, raises questions about
the validity of the results. Moreover, the investigation is limited to
stability statements. In a quite different approach, Fornasier et al.4

studied fluid–structure interactions by developing a computer pro-
gram making two independently developed computer codes, one for
aerodynamics and the other for structural mechanics, work together.
Worthy of notice are several time simulations of the response. Much
more satisfactory was the approach used by Waszak and Schmidt5

to derive Lagrange’s equations of motion for flexible aircraft. The
model was used for a parametric study of the flexibility effects.

A new generation of aircraft, namely, unmanned aerial vehicles
(UAVs), and, in particular, autonomous UAVs, are designed to carry
out very critical maneuvers, well in excess of what pilots are able to
tolerate. To accommodate such aircraft, a new theory for the dynam-
ics and control of maneuvering flexible aircraft is necessary. Quite
recently, Meirovitch and Tuzcu6,7 have developed just such a theory.
Based on fundamental principles, the theory integrates seamlessly
pertinent material from analytical dynamics, structural dynamics,
aerodynamics, and controls into a single formulation. The unified

formulation includes automatically both aircraft rigid-body motions
and elastic deformations, as well as aerodynamic, gravity, propul-
sion, and control forces, in addition to forces of an external nature,
such as gusts. With due consideration to the way in which aircraft
are flown, a perturbation approach is used to separate the problem
into two parts, one for the translations and rotations of an aircraft
reference frame, referred to as quasi-rigid flight dynamics, and one
for small perturbations in the rigid-body variables and elastic vibra-
tion, referred to as an extended perturbation problem. According to
the perturbation theory, the second problem receives inputs from the
first, but the solution of the second problem does not enter into the so-
lution of the first. This is not to be interpreted as implying that the
elastic deformations do not affect the aircraft rigid-body motions.
Indeed, the extended perturbation problem contains not only the
elastic variables but also perturbations in the rigid-body variables.
The total rigid-body motions include contributions from both the
flight dynamics problem and the extended perturbation problem, so
that the elastic deformations do affect the aircraft rigid-body mo-
tions, albeit in a small way only. It is the task of the feedback controls
to ensure that both the elatic displacements and the perturbations in
the ridig-body variables remain small, and go to zero with time. A
numerical example illustrates the theory for two flight cases, steady
level cruise and a level steady turn maneuver.

The extended perturbation problem is linear, albeit of high dimen-
sion. When the input from the flight dynamics is constant, the system
is time invariant. This is the case studied in Refs. 6 and 7. When the
aircraft executes a time-dependent maneuver, the inputs from the
flight dynamics depend on time, so that the system is time varying.
This paper is concerned with just such time-varying systems. It con-
tains several new developments, all designed to better handle time-
varying problems. In particular, it contains an explicit derivation of
the matrices defining the state equations, showing clearly the inputs
from the time-dependent maneuver. Moreover, it includes a new con-
trol design consisting of a combination of the linear quadratic regu-
lator (LQR) and the direct feedback control methods.8 To generate
computer solutions for time-varying systems in discrete time, corre-
sponding recursive equations are derived. Computer solutions of the
closed-loop state equations for the system response can be carried
out conveniently by the use of MATLAB® and MATHEMATICA.
A numerical example illustrates the approach for a time-dependent
maneuver representing the transition from a rectilinear flight to a
pitch maneuver and back to rectilinear flight. A number of simula-
tions of flexible aircraft response in discrete time are included. The
computer code uses MATHEMATICA.

II. Quasi-Rigid Aircraft Maneuvers
The state equations describing the dynamics and control of ma-

neuvering flexible aircraft are nonlinear and of high dimension, in
which the nonlinearity is due to the rigid-body variables and the
high dimensionality is due to the elastic deformations. Ideally, the
aircraft flies along a given path as if it were rigid. Because of various
factors, however, the aircraft undergoes small elastic vibration and
perturbations in the rigid-body motions. Under the assumption that
the quantities defining the flight path are much larger than those
defining the elastic variables and the perturbations in the rigid-body
variables, a perturbation approach permits separation of the prob-
lem into one for the large rigid-body variables and another one for
the small perturbations in the rigid-body variables and the elastic
variables. As indicated in the Introduction, the first is referred to as a
quasi-rigid flight dynamics problem and the second as an extended
perturbation problem.

From Ref. 6, the quasi-rigid flight dynamics equations, or the
zero-order state equations, are

Ṙ(0)

f = C (0)T
f V(0)

f , θ̇
(0)

f = (
E (0)

f

)−1
ω(0)

f

ṗ(0)

V f = −ω̃
(0)

f p(0)

V f + F(0), ṗ(0)

ω f = −Ṽ (0)

f p(0)

V f − ω̃
(0)

f p(0)

ω f + M(0)

(1)

where the superscript (0) denotes zero-order quantities, obtained by
regarding the aircraft as rigid. In particular, R(0)

f is the position of the
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origin O f of the body axes x f y f z f (Fig. 1 of Ref. 6); θ(0)

f is a sym-
bolic vector of Eulerian angles between x f y f z f and the inertial axes
XY Z , both R(0)

f and θ(0)

f being in terms of inertial axes components;
V(0)

f and ω(0)

f are aircraft quasi-velocity vectors in translation and
rotation, that is, velocity vectors in terms of body axes components;
C (0)

f is a matrix of direction cosines between x f y f z f and XY Z
and E (0)

f is a matrix relating ω(0)

f to θ(0)

f , both matrices being given
in Ref. 6; p(0)

V f and p(0)

ω f are momentum vectors in translation and
rotation in terms of body axes components; Ṽ (0)

f and ω̃
(0)

f are skew
symmetric matrices derived from V(0)

f andω(0)

f (Ref. 6); and F(0) and
M(0) are resultants of zero-order gravity, aerodynamic, propulsion,
and control generalized force and moment vectors, respectively. The
latter have the expressions

F(0) =
∫ [

f (0)

f + F(0)

E δ(r f − rE )
]

dD f +
∑

i = w,e

CT
i

∫
f (0)

i dDi

M(0) =
∫

r̃ f

[
f (0)

f + F(0)

E δ(r f − rE )
]

dD f

+
∑

i = w,e

∫ (
r̃ f i C

T
i + CT

i r̃i

)
f (0)

i dDi (2)

in which f (0)

f , f (0)
w , and f (0)

e are actual distributed zero-order force
vectors acting on the individual components; their expressions
are also given in Ref. 6. Moreover, F(0)

E is the engine thrust vector.
Equations (1) contain both momenta and velocities, so that they must
be solved in conjunction with the zero-order momenta–velocities
relation. From Ref. 6, in the absence of elastic deformations, this
relation can be written as

p(0)

V f = mV(0)

f + S̃(0)Tω(0)

f , p(0)

ω f = S̃(0)V(0)

f + J (0)ω(0)

f (3)

where m is the total mass, S̃(0) the skew symmetric matrix of first mo-
ments of inertia, and J (0) the inertia matrix, all for the undeformed
aircraft.

The state equations can be expressed in a more compact form. To
this end, we rewrite Eqs. (1) and (3) as follows:

[
Ṙ(0)

f

θ̇
(0)

f

]

=
[

C (0)T
f 0

0
(

E (0)

f

)−1

][
V(0)

f

ω(0)

f

]

[
ṗ(0)

V f

ṗ(0)

ω f

]

=
[

0 p̃(0)

V f

p̃(0)

V f p̃(0)

ω f

][
V(0)

f

ω(0)

f

]

+
[

F(0)

M(0)

]
(4)

and
[

p(0)

V f

p(0)

ω f

]

=
[

m I S̃(0)T

S̃(0) J (0)

][
V(0)

f

ω(0)

f

]

(5)

Then, introducing the zero-order state vector x(0) =
[R(0)T

f θ(0)T
f p(0)T

V f p(0)T
ω f ]T , Eqs. (4) and (5) can be combined into

ẋ(0)(t) = f1

(
x(0)(t)

) + f2

(
x(0)(t)

) + B(0)
(
x(0)(t)

)
u(0)(t) (6)

where

f1

(
x(0)(t)

) =



























0

[
C (0)T

f 0

0
(

E (0)

f

)−1

]
(

M (0)
rr

)−1

- - - - - - - - - - - - - - - - - - - - - - - - -

0

[
0 p̃(0)

V f

p̃(0)

V f p̃(0)

ω f

]
(

M (0)
rr

)−1








x(0) (7)

is a nonlinear vector function of the state, in which

M (0)
rr =

[
m I S̃(0)T

S̃(0) J (0)

]
(8)

is the inertia matrix of the undeformed aircraft; f2 is a force vec-
tor due to aerodynamics and gravity; B(0) is a coefficient ma-
trix with the top one-half equal to the null matrix; and u(0) =
[F (0)

E δ(0)
a δ(0)

e δ(0)
r ]T is the zero-order control vector, in which F (0)

E
is the engine thrust and δ(0)

a , δ(0)
e , and δ(0)

r are the aileron, elevator,
and rudder angles, respectively.

III. Perturbation State Equations
The perturbation state equations are linear, but they contain inputs

from the quasi-rigid flight dynamics problem. For control design and
computer simulation purposes, it is convenient to cast the equations
in vector-matrix form. Although this form was given in Ref. 7, the
explicit expression for the system matrix A(t) was not produced
there. Yet, for efficient computer coding, such as in MATLAB, it
is necessary to write the state equations in standard form,8 which
involves the matrix A(t) explicitly. In this section, we derive the
state equations in standard form.

From Ref. 7, the deviations from the aircraft flight path are de-
scribed by the perturbation state equations, or the first-order state
equations,

Ṙ(1)

f = C (0)T
f V(1)

f + C (1)T
f V(0)

f

θ̇
(1)

f = (
E (0)

f

)−1
ω(1)

f − (
E (0)

f

)−1
E (1)

f

(
E (0)

f

)−1
ω(0)

f , ξ̇ = η

ṗ(1)

V f = −ω̃
(1)

f p(0)

V f − ω̃
(0)

f p(1)

V f + F(1)

ṗ(1)

ω f = −Ṽ (1)

f p(0)

V f − Ṽ (0)

f p(1)

V f − ω̃
(1)

f p(0)

ω f − ω̃
(0)

f p(1)

ω f + M(1)

ṗη =
(

∂T

∂ξ

)(1)

− Kξξ − Cηη +
(

∂T

∂ξ

)(0)

+ Qξ (9)

in which

C (1)

f = ∂C f

∂ψ

∣∣∣∣
θ(0)

f

ψ(1) + ∂C f

∂θ

∣∣∣∣
θ(0)

f

θ(1) + ∂C f

∂φ

∣∣∣∣
θ(0)

f

φ(1)

= C (0)

f ψψ(1) + C (0)

f θ θ (1) + C (0)

f φφ(1)

E (1)

f = ∂ E f

∂θ

∣∣∣∣
θ(0)

f

θ(1) + ∂ E f

∂φ

∣∣∣∣
θ(0)

f

φ(1) = E (0)

f θ θ
(1) + E (0)

f φφ(1) (10)

where

C (0)

f ψ = ∂C f

∂ψ

∣∣∣
∣
θ(0)

f

, C (0)

f θ = ∂C f

∂θ

∣∣∣
∣
θ(0)

f

, C (0)

f φ = ∂C f

∂φ

∣∣∣
∣
θ(0)

f

E (0)

f θ = ∂ E f

∂θ

∣∣
∣∣
θ(0)

f

, E (0)

f φ = ∂ E f

∂φ

∣∣
∣∣
θ(0)

f

(11)

in which θ(1)

f = [ψ(1) θ (1) φ(1)]T is a vector of perturbations in the
Eulerian angles ψ , θ , and φ between axes x f y f z f and XY Z . Intro-
ducing the notation

CT
f V = [

C (0)T
f ψ V(0)

f C (0)T
f θ V(0)

f C (0)T
f φ V(0)

f

]

E f ω = [
0

(
E (0)

f

)−1
E (0)

f θ

(
E (0)

f

)−1
ω(0)

f

(
E (0)

f

)−1
E (0)

f φ

(
E (0)

f

)−1
ω(0)

f

]

(12)

we can write

C (1)T
f V(0)

f = CT
f Vθ

(1)

f ,
(

E (0)

f

)−1
E (1)

f

(
E (0)

f

)−1
ω(0)

f = E f ωθ
(1)

f

(13)

Moreover, the first-order generalized forces have the expressions

F(1) =
∫ [

f (1)

f + F(1)

E δ(r f − rE )
]

dD f +
∑

i = w,e

CT
i

∫
f (1)

i dDi
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M(1) =
∫ {

r̃ f

[
f (1)

f + F(1)

E δ(r f − rE )
] + ( ˜
u f Du f ξ)

[
f (0)

f

+ F(0)

E δ(r f − rE )
]}

dD f +
∑

i = w,e

∫ {(
r̃ f i C

T
i + CT

i r̃i

)
f (1)

i

+ [
( ˜
u f i Du f ξ)C

T
i + CT

i ( ˜
ui Duiξ)
]

f (0)

i

}
dDi

Qξ =
∫

(
u f Du f + r̃ T
f 
ψ f Dψ f )

T
[

f (0)

f + f (1)

f + (
F(0)

E + F(1)

E

)

× δ(r f − rE )
]

dD f +
∑

i = w,e

∫ [(
r̃ T

i Ci�Φu f i + Ci
u f i

)
Du f

+ 
ui Dui + (
r̃ T

i Ci + Ci r̃
T
f i

)

ψ f i Dψ f

+ r̃ T
i 
ψi Dψi

]T (
f (0)

i + f (1)

i

)
dDi (14)

where f (1)

f , f (1)
w , and f (1)

e are component-distributed first-order
forces and Du f , Duw, . . . , Dψe are submatrices of the matrix Dm

(Ref. 7) relating the component generalized coordinate vectors
qu f , quw, . . . , qψe to the m-dimensional aircraft generalized coor-
dinate vector ξ, as follows:

q =






qu f

- - -
quw

- - -
...

- - -
qψe






=






Du f

- - -
Duw

- - -
...

- - -
Dψe






ξ = Dmξ (15)

The kinetic energy can be expressed in the form

T = 1

2

∑

i = f,w,e

∫ (
V̄(0)

i + V̄(1)

i

)T (
V̄(0)

i + V̄(1)

i

)
dmi (16)

where

V̄(0)

f = V(0)

f + r̃ T
f ω

(0)

f

V̄(1)

f = V(1)

f + r̃ T
f ω

(1)

f + ( ˜
u f Du f ξ)
Tω(0)

f

+ (

u f Du f + r̃ T

f 
ψ f Dψ f

)
η

V̄(0)

i = Ci V
(0)

f + (
Ci r̃

T
f i + r̃ T

i Ci

)
ω(0)

f , i = w, e

V̄(1)

i = Ci V
(1)

f + (
Ci r̃

T
f i + r̃ T

i Ci

)
ω(1)

f + [Ci ( ˜
u f i Du f ξ)
T

+ ( ˜
ui Duiξ)
T Ci ]ω

(0)

f + [(
r̃ T

i Ci�
u f i + Ci
u f i

)
Du f

+ 
ui Dui + (
r̃ T

i Ci + Ci r̃
T
f i

)

ψ f i Dψ f + r̃ T

i 
ψi Dψi

]
η

i = w, e (17)

in which an overbar indicates the total velocity of a typical point in
the individual component. It follows that
(

∂T

∂ξ

)(0)

= DT
u f

{∫

T

u f ω̃
(0)T
f V̄(0)

f dm f

+
∑

i = w,e


u f i ω̃
(0)T
f CT

i

∫
V̄(0)

i dmi

}

+
∑

i = w,e

DT
ui

∫

T

ui

(
C̃iω

(0)

f

)T
V̄(0)

i dmi

(
∂T

∂ξ

)(1)

= DT
u f

{∫

T

u f

(
ω̃

(0)T
f V̄(1)

f + ω̃
(1)T
f V̄(0)

f

)
dm f

+
∑

i = w,e


T
u f i

[
ω̃

(0)T
f CT

i

∫
V̄(1)

i dmi + ω̃
(1)T
f CT

i

∫
V̄(0)

i dmi

]}

+
∑

i = w,e

DT
ui

∫

T

ui

[(
C̃iω

(0)

f

)T
V̄(1)

i + (
C̃iω

(1)

f

)T
V̄(0)

i

]
dmi (18)

Equations (9) contain both momenta and velocities. To eliminate the
velocities, we must use the first-order momenta–velocities relation

p(1) = M (0)

ξ V(1)
η + M (1)

ξ V(0)
η (19)

in which p(1) = [p(1)T
V f p(1)T

ω f pT
η ]T is the first-order momentum vec-

tor, V(0)
η = [V(0)T

f ω(0)T
f 0T ]T the (6 + m)-dimensional zero-order

velocity vector, V(1)
η = [V(1)T

f ω(1)T
f ηT ]T the first-order velocity

vector and

M (0)

ξ =




















m I S̃(0)T

M (0)
re Dm

S̃(0) J (0)

- - - - - - - - - - - - - - - - - - - - - - -
DT

m M (0)T
re DT

m M (0)
ee Dm






M (1)

ξ =




















0 S̃(1)T

M (1)
re Dm

S̃(1) J (1)

- - - - - - - - - - - - - - - - - - - - - - -
DT

m M (1)T
re DT

m M (1)
ee Dm






(20)

are the (6 + m) × (6 + m) zero-order and first-order mass matrices.
Next, we cast the state equations, Eqs. (9), in standard form. To

this end, we first solve Eq. (19) for V(1)
η and write

V(1)
η = (

M (0)

ξ

)−1(
p(1) − M (1)

ξ V(0)
η

)
(21)

Then, observing from the second of Eqs. (20) that M (1)

ξ is a linear
function of the component generalized coordinates, we have

M (1)

ξ V(0)
η =

r∑

i = 1

∂

∂qu f i
M (1)

ξ V(0)
η qu f i +

s∑

j = 1

∂

∂quw j
M (1)

ξ V(0)
η quw j

+
t∑

k = 1

∂

∂quek
M (1)

ξ V(0)
η quek

=
[
M (1)

ξ

∣∣
qu = e1

V(0)
η M (1)

ξ

∣∣
qu = e2

V(0)
η · · · M (1)

ξ

∣∣
qu = er + s + t

V(0)
η

]
qu

= MξV qu = MξV Uu

[
R(1)T

f θ(1)T
f ξ

]T
(22)

where

MξV =
[

M (1)

ξ

∣∣
qu = e1

V(0)
η M (1)

ξ

∣∣
qu = e2

V(0)
η · · · M (1)

ξ

∣∣
qu = er + s + t

V(0)
η

]

(23)
in which ei = [0 0 · · · 1 · · · 0]T is a unit vector with 1 in position
i . Moreover,

Uu = [0


 Dm], Dm = [Du



 Dψ ] (24)

in which 0 is a null matrix with six columns and as many rows as
the number of bending degrees of freedom of the aircraft.

Next, we insert Eqs. (17) into Eq. (18) and rearrange the result to
obtain

(
∂T

∂ξ

)(1)

= AT ξξ + AT V V(1)

f + AT ωω
(1)

f + AT ηη (25)
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where

AT ξ = DT
u f

∫

T

u f ω̃
(0)T
f ω̃

(0)

f 
u f Du f dm f

+
∑

i = w,e

∫ {
DT

u f 

T
u f i ω̃

(0)T
f

[
ω̃

(0)

f 
u f i Du f + CT
i

(
C̃iω

(0)

f

)

ui Dui

]

+ DT
ui


T
ui

(
C̃iω

(0)

f

)T [
Ci ω̃

(0)

f 
u f i Du f + (
C̃iω

(0)

f

)

ui Dui

]}
dmi

AT V = DT
u f

∫

T

u f ω̃
(0)T
f dm f

+
∑

i = w,e

∫ [
DT

u f 

T
u f i ω̃

(0)T
f + DT

ui

T
ui

(
C̃iω

(0)

f

)T
Ci

]
dmi

AT ω = DT
u f

∫

T

u f

[
ω̃

(0)T
f r̃ T

f + Ṽ (0)

f + (˜̃r T
f ω

(0)

f

)]
dm f

+
∑

i = w,e

∫ {
DT

u f 

T
u f i ω̃

(0)T
f

(
r̃ T

f i + CT
i r̃ T

i Ci

)

+ DT
u f 


T
u f i

[
Ṽ (0)

f + (˜̃r T
f iω

(0)

f

) + (
C̃T

i r̃ T
i Ciω

(0)

f

)]

+ DT
ui


T
ui

[(
C̃iω

(0)

f

)T (
Ci r̃

T
f i + r̃ T

i Ci

) + (
C̃i V

(0)

f

)
Ci

+ (
Ci r̃

T
f i + ˜̃r T

i Ci

)
ω(0)

f Ci

]}
dmi

AT η = DT
u f

∫

T

u f ω̃
(0)T
f

(

u f Du f + r̃ f 
ψ f Dψ f

)
dm f

+
∑

i = w,e

∫ [
DT

u f 

T
u f i ω̃

(0)T
f CT

i + DT
ui


T
ui

(
C̃iω

(0)

f

)T ]

× [
r̃ T

i Ci�
u f i + Ci
u f i

)
Du f + 
ui Dui

+ (
r̃ T

i Ci + Ci r̃
T
f i

)

ψ f i Dψ f + r̃ T

i 
ψi Dψi

]
dmi (26)

Finally, introducing the first-order state vector x(1) =
[R(1)T

f θ(1)T
f ξT p(1)T

V f p(1)T
ω f pT

η ]T , recognizing that, for any two vec-
tors a and b, ãb = −b̃a, and inserting Eqs. (13), (21–23), (25), and
(26) into Eqs. (9), we can write the first-order state equations in the
compact standard form

ẋ(1)(t) = A∗(t)x(1)(t) + B∗FF (1)(t) (27)

where A∗(t) = A∗(x(0)(t)) is a 2(6 + m) × 2(6 + m) matrix depend-
ing explicitly on the zero-order state vector, B∗ is a 2(6 + m) ×
(6 + m) matrix with the top half equal to the null matrix and
the bottom half equal to the identity matrix, and FF (1)(t) =
[F(1)T (t) M(1)T (t) QT

ξ (t)]T is the first-order generalized force vec-
tor. The matrix A∗ has a partitioned form with the (6 + m) × (6 + m)
submatrices

A∗
11 =






0 CT
f V 0

0 −E f ω 0

0 0 0




 −






C (0)T
f 0 0

0
(

E (0)

f

)−1
0

0 0 I





(

M (0)

ξ

)−1
MξV Uu

A∗
12 =







C (0)T
f 0 0

0
(

E (0)

f

)−1
0

0 0 I







(
M (0)

ξ

)−1

A∗
21 =






0 0 0

0 0 0

0 0 AT ξ − Kξ






−






0 p̃(0)

V f 0

p̃(0)

V f p̃(0)

ω f 0

AT V AT ω AT η − Cη






(
M (0)

ξ

)−1
MξV Uu

A∗
22 =






−ω̃
(0)

f 0 0

−Ṽ (0)

f −ω̃
(0)

f 0

0 0 0




 +






0 p̃(0)

V f 0

p̃(0)

V f p̃(0)

ω f 0

AT V AT ω AT η − Cη





(

M (0)

ξ

)−1

(28)

Clearly, if the aircraft maneuver depends explicitly on time, so does
the matrix A∗, and the system is time varying. Otherwise, the system
is time invariant. The generalized force vector FF (1)(t) contains con-
tributions from the gravity, propulsion, aerodynamic, and control
forces and is considered in more detail later in this paper.

IV. Aerodynamic and Gravity Forces
Assuming that the angles of attack of the lift force and lateral force

acting on the fuselage are small, so that sin αi ≈ αi = α
(0)

i + α
(1)

i and
cos αi ≈ 1 and sin βi ≈ βi = β

(0)

i + β
(1)

i and cos βi ≈ 1(i = f, w, e),
which implies that both the zero-order parts and first-order parts are
small, we conclude from Ref. 6 that the zero-order lift and lateral
aerodynamic force densities on the fuselage can be written in the
form

f (0)

a f = [
α

(0)

f 0 −1
]T

�
(0)

f + [−1 0 −α
(0)

f

]T
d (0)

f

f (0)

s f = [
β

(0)

f −1 0
]T

s(0)

f (29)

in which the zero-order parts of the lift, drag, and lateral forces per
unit area of fuselage are

�
(0)

f = q (0)

f c f CLα f α
(0)

f , d (0)

f = q (0)

f c f

(
CD f 0 + k f C2

Lα f α
(0)2
f

)

s(0)

f = q (0)

s f cs f Csβ f β
(0)

f (30)

where, for small α
(0)

f and β
(0)

f , we have q (0)

f
∼= 1

2 ρV̄ (0)2
f x and α

(0)

f =
V̄ (0)

f z /V̄ (0)

f x and q (0)

s f
∼= 1

2 ρV̄ (0)2
f x and β

(0)

f = V̄ (0)

f y /V̄ (0)

f x , in which V̄ (0)

f x ,
V̄ (0)

f y , and V̄ (0)

f z are the body-axes components of V̄(0)

f = [0 0 I r̃ T
f ]×

block-diag [I (M (0)
rr )−1]x(0), where due consideration was given to

Eqs. (5) and (8).
Similarly, for the wing and empennage, we have

f (0)

ai = [
0 α

(0)

i −1
]T

�
(0)

i + [
0 −1 −α

(0)

i

]T
d (0)

i , i = w, e

f (0)
se = [

0 β(0)
e −1

]T
s(0)

e (31)

in which

�(0)
w = q (0)

w

(
cwCLαwα(0)

w + cδaCLδaδ
(0)
a

)

�(0)
e = q (0)

e

(
ceCLαeα

(0)
e + cδeCLδeδ

(0)
e

)

d (0)

i = q (0)

i ci

(
CDi0 + ki C

2
Lαiα

(0)2
i

)
, i = w, e

s(0)
e = q (0)

se

(
cseCsβeβ

(0)
e + cδr Csδrδ

(0)
r

)
(32)

where q (0)

i
∼= 1

2 ρV̄ (0)2
iy ; α

(0)

i = V̄ (0)

i z /V̄ (0)

iy , i = w, e; q (0)
se

∼= 1
2 ρV̄ (0)2

ey ;
and β(0) = V̄ (0)

z /V̄ (0)
y , in which V̄ (0)

iy and V̄ (0)

i z are components of
V̄(0)

i , i = w, e.
The zero-order parts of the gravity force densities are simply

f (0)

g f = C (0)

f [0 0 ρ f g]T , f (0)

gi = Ci C
(0)

f [0 0 ρi g]T

i = w, e (33)

On inserting Eqs. (29), (31), and (33) into Eqs. (2), we obtain
F(0) and M(0), which are used, in turn, to determine the nonlinear
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function f2 and the coefficient matrix B(0) defining the zero-order
state equations, Eq. (6).

Following the same pattern as for the zero-order quantities and
using results from Ref. 6, the first-order lift and lateral aerodynamic
force densities acting on the fuselage can be shown to have the form

f (1)

a f = F (0)

a f x(1), f (1)

s f = F (0)

s f x(1) (34)

in which F (0)

a f is a matrix depending on V̄ (0)

f x , �
(0)

f , d (0)

f , and α
(0)

f and
F (0)

s f is a matrix depending on V̄ (0)

f x , s(0)

f , and β
(0)

f . Similarly,

f (1)
aw = F (0)

aw x(1) + F (0)

wψx(1) + f (0)

δa δ(1)
a (35)

in which the matrix F (0)
aw depends on V̄ (0)

wy , �(0)
w , d (0)

w , and α(0)
w , the

matrix F (0)

wψ depends on �(0)
w , d (0)

w , and α(0)
w , and the vector f (0)

δa depends
on α(0)

w , and

f (1)
ae = F (0)

ae x(1) + F (0)

eψ x(1) + f (0)

δe δ(1)
e (36)

where F (0)
ae depends on V̄ (0)

ey , �(0)
e , d (0)

e , and α(0)
e ; F (0)

eψ depends on �(0)
e ,

d (0)
e , and α(0)

e ; and f (0)

δe depends on α(0)
e . Moreover,

f (1)
se = F (0)

se x(1) + F (0)

seψx(1) + f (0)

δseδ
(1)
r (37)

in which F (0)
se depends on V̄ (0)

ey , s(0)
e , and β(0)

e , and F (0)

seψ and f (0)

δse

depend on β(0)
e . Note that complete expressions for F (0)

a f , F (0)

s f ,
F (0)

aw , . . . , F (0)

seψ , and f (0)

δse are given in an earlier version of this pa-
per (Ref. 9) and they were omitted here for brevity.

Using the first of Eqs. (10), the first-order gravity force densities
are given by

f (1)

g f = F (0)

g f x(1), f (1)

gi = F (0)

gi x(1), i = w, e (38)

where

F (0)

g f = ρ f gC̄ (0)

f [0 I 0 0 0 0]

F (0)

gi = ρi gCi C̄
(0)

f [0 I 0 0 0 0], i = w, e (39)

in which C̄ (0)

f is a matrix depending on C (0)

f ψ , C (0)

f θ , and C (0)

f φ , where
the latter are defined by Eqs. (11).

V. Control Forces for the Extended
Perturbation Problem

The perturbation approach used here considers the way in which
flexible aircraft are flown to separate the problem into one for the
large rigid-body motions on a certain trajectory and another for small
deviations in the rigid-body motions and the elastic deformations.
The first represents a quasi-rigid flight dynamics problem and the
second is referred to as an extended perturbation problem. The ex-
tended perturbation problem receives input from the flight dynamics
problem, which can create difficulties when the aircraft executes a
time-dependent maneuver.

The control design for the quasi-rigid flight dynamics problem is
discussed in the next section. In this section, we concentrate on the
controls for the extended perturbation problem.

We assume that the controls for the extended perturbation problem
are carried out by the engine throttle, aileron, elevator, and rudder,
as well as point actuators on the wing and empennage; the role
of the latter is to suppress vibration. To demonstrate the idea, we
assume that the point actuators are placed as follows: two actuators
each on the right half-wing, left half-wing, right half-horizontal
stabilizer, left half-horizontal stabilizer, and vertical stabilizer. Then,
we denote the first-order control vector by u(1) and divide it into
two parts, one part u(1)

1 = [F (1)

E δ(1)
a δ(1)

e δ(1)
r ]T due to the standard

aircraft controls and another part u(1)

2 due to controls for suppressing
the elastic vibration, so that u(1) = [u(1)T

1 u(1)T
2 ]T . We further assume

that the control law for the first part is given by

u(1)

1 = −Gx(1) (40)

in which the control gain matrix G is determined by the LQR
method.8

To determine the contribution of u(1)

2 to the first-order force vector,
Eqs. (14), we use the direct feedback control method8 with collo-
cated sensors and actuators, so that the control law is assumed to
have the generic form

Fi (xi j , t) = −k j ui (xi j , t) − c j u̇i (xi j , t)

i = w, j = 1, 2, 3, 4; i = e, j = 5, 6, . . . , 10 (41)

where k j and c j are constant gain coefficients and ui (xi j , t) and
u̇i (xi j , t) are elastic displacement and velocity at the locations xi j

of the respective actuators. Note that this notation is no accident
because the first term in Eqs. (41) plays the role of control-induced
stiffness forces and the second term can be regarded as control-
induced damping forces. With a view to the developments to follow,
we recognize that the point actuators act in the local zi direction and
represent them as distributed force vectors by writing

fi (xi , t) = [0 0 Fi (xi j , t)]T δ(xi − xi j )

i = w, j = 1, 2, 3, 4; i = e, j = 5, 6, . . . , 10 (42)

where δ(xi − xi j ) are spatial Dirac delta functions. But, because
the state equations, Eqs. (9), are in terms of aircraft generalized
coordinates, we must express the control law in terms of the same
coordinates. To this end, for any point in position xi on a given
aircraft flexible component, we write

ui (xi , t) = φT
ui (xi )qui (t) = φT

ui (xi )Duiξ(t), i = w, e (43)

in whichφui (xi ) is a vector of component shape functions and qui (t)
is a corresponding vector of generalized coordinates. Moreover,
φT

ui (xi )Dui can be identified as a vector of aircraft shape functions.7

Then, inserting Eqs. (43) into Eqs. (42), we obtain the distributed
control force vectors

f (1)

ci (xi , t) =




0

0

Fi (xi j , t)



 δ(xi − xi j ) = −




0

0

1





×φT
ui (xi j )Duiδ(xi − xi j )(k jξ + c jη) = F (0)

ci (xi )x(1) (44)

in which, with due consideration of Eqs. (21) and (22),

F (0)

ci (xi ) = −




0

0

1



φT
ui (xi j )Duiδ(xi − xi j )

×
[

0 0 k j I 0 0 0

0 0 0 0 0 c j I

][
I 0

−(
M (0)

ξ

)−1
MξV U

(
M (0)

ξ

)−1

]

(45)

Finally, introducing Eq. (44) into Eqs. (14), we can write the
contribution of the point actuators to the first-order force vector
in the form

FF (1)
c = −Hc(t)x(1) (46)

where the control gain matrix for direct feedback is as follows:

Hc =

−








∑

i = w,e

CT
i

∫

Di

F (0)

ci (xi ) dDi

∑

i = w,e

∫

Di

(
r̃ f i C

T
i + CT

i r̃i

)
F (0)

ci (xi ) dDi

∑

i = w,e

∫

Di

[(
r̃ T

i Ci�Φu f i + CiΦu f i

)
Du f + 
ui Dui

+ (
r̃ T

i Ci + Ci r̃ T
f i

)

ψ f i Dψ f + r̃ T

i 
ψi Dψi

]
F (0)

ci (xi ) dDi








(47)
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Finally, we insert Eqs. (34–38) and (46) into Eqs. (14) and express
the contributions from aerodynamics, gravity, and controls to the
first-order generalized force vector in the form

FF (1)(t) =






F(1)(t)
- - - - -
M(1)(t)
- - - - -
Qξ (t)






=






HF (t)
- - - - -
HM (t)
- - - - -
HQ(t)






x(1)(t) − Hc(t)x(1)(t)

+






B∗∗
F (t)

- - - - -
B∗∗

M (t)
- - - - -
B∗∗

Q (t)






u(1)

1 (t) = [H(t) − Hc(t)]x(1)(t) + B∗∗(t)u(1)

1 (t)

(48)

where

HF =
∫

D f

(
F (0)

a f + F (0)

s f + F (0)

g f

)
dD f

+ CT
w

∫

Dw

(
F (0)

aw + F (0)

wψ + F (0)
gw

)
dDw

+ CT
e

∫

De

(
F (0)

ae + F (0)

eψ + F (0)
se + F (0)

seψ + F (0)
ge

)
dDe

HM =
∫

D f

{
r̃ f

(
F (0)

a f + F (0)

s f + F (0)

g f

) + [
f̃ (0)T

f + F̃ (0)

E δ(r f − rE )
]

× 
u f Du f [0 0 I 0 0 0]
}

dD f

+
∑

i = w,e

CT
i

∫

Di

{(
r̃ f i C

T
i + CT

i r̃i

)(
F (0)

ai + F (0)

iψ + F (0)

gi

)

+ [(
C̃T

i f (0)

i

)T

u f i Du f + CT

i f̃ (0)T
i 
ui Dui

]

× [0 0 I 0 0 0]
}

dDi

HQ =
∫

D f

(

u f Du f + r̃ T

f 
ψ f Dψ f

)T (
F (0)

a f + F (0)

s f + F (0)

g f

)
dD f

+
∫

Dw

[(
r̃ T
w Cw�Φu f w + Cw
u f w

)
Du f + 
uw Duw

+ (
r̃ T
w Cw + Cwr̃ T

f w

)

ψ f w Dψ f + r̃ T

w
ψw Dψw

]T

× (
F (0)

aw + F (0)

wψ + F (0)
gw

)
dDw +

∫

De

[(
r̃ T

e Ce�Φu f e + Ce
u f e

)

× Du f + 
ue Due + (
r̃ T

e Ce + Cer̃
T
f e

)

ψ f e Dψ f

+ r̃ T
e 
ψe Dψe

]T (
F (0)

ae + F (0)

eψ + F (0)
se + F (0)

seψ + F (0)
ge

)
dDe

B∗∗
F =

[
e1 CT

w

∫

Dw

f (0)

δa dDw CT
e

∫

De

f (0)

δe dDe CT
e

∫

De

f (0)

δse dDe

]

B∗∗
M =

[
r̃ f (rE )e1

∫

Dw

(
r̃ f wCT

w + CT
w r̃w

)
f (0)

δa dDw

∫

De

(
r̃ f eCT

e + CT
e r̃e

)
f (0)

δe dDe

∫

De

(
r̃ f eCT

e + CT
e r̃e

)
f (0)

δse dDe

]

B∗∗
Q =

[[

u f (rE )Du f + r̃ T

f (rE )
ψ f (rE )Dψ f

]
e1

∫

Dw

[(
r̃ T
w Cw�Φu f w + Cw
u f w

)
Du f + 
uw Duw

+ (
r̃ T
w Cw + Cwr̃ T

f w

)

ψ f w Dψ f + r̃ T

w
ψw Dψw

]T
f (0)

δa dDw

∫

De

[(
r̃ T

e Ce�Φu f e + Ce
u f e

)
Du f + 
ue Due

+ (
r̃ T

e Ce + Cer̃
T
f e

)

ψ f e Dψ f + r̃ T

e 
ψe Dψe

]T
f (0)

δe dDe

∫

De

[(
r̃ T

e Ce�Φu f e + Ce
u f e

)
Du f + 
ue Due

+ (
r̃ T

e Ce + Cer̃
T
f e

)

ψ f e Dψ f + r̃ T

e 
ψe Dψe

]T
f (0)

δse dDe

]
(49)

In Eq. (48), H(t) is a matrix of coefficients for the aerodynamic,
distributed controls and gravity forces, B∗∗(t) is a matrix of coef-
ficients for the control forces, and u(1)

1 (t) = [F (1)

E δ(1)
a δ(1)

e δ(1)
r ]T is

part of the first-order control vector. (See next section.) It follows
that we can rewrite the state equation, Eq. (27), in the standard
closed-loop from

ẋ(1)(t) = A(t)x(1)(t) (50)

in which

A(t) = A∗(t) + B∗[H(t) − B∗∗G − Hc

]
(51)

is the closed-loop system matrix, in which the first term represents
the open-loop system matrix and the second the control coefficient
matrix.

VI. Control in Discrete Time
The zero-order state equations are given by Eq. (6) and the first-

order state equations by Eq. (50). When the zero-order state vector
x(0) is constant, Eq. (6) represents a set of nonlinear algebraic equa-
tions to be solved for the remaining quantities, all constant.7 Then,
the system matrix A appearing in Eq. (50) is also constant, and
the solution has an exponential form.7 The situation is significantly
more involved when x(0)(t) represents a time-dependent maneuver
because in this case Eq. (50) represents a set of time-dependent equa-
tions, which makes its solution very difficult. We consider hybrid
control design, that is, we determine G by the LQR method and Hc

by direct feedback control. In the case of time-varying systems, to
determine the matrix G(t), it is necessary to solve a transient Riccati
equation (see Ref. 8), a nonlinear matrix differential equation. For
high-order systems of the type exemplified by the flexible aircraft
under consideration, a solution may not even be feasible. In view
of this, it seems natural to seek a solution in discrete time.8 This
requires a sequence of solutions of steady-state Riccati equations,
which are only algebraic. The idea of computing in discrete time is
not as esoteric as it may sound when we recall that this is the way
in which solutions are processed on digital computers.

In discrete-time processing of solutions, the continuous time t is
replaced by the sequence of discrete times tk, k = 0, 1, 2, . . . ,known
as sampling times. In general, the sampling is done periodically, so
that tk = kT, k = 0, 1, 2, . . . , where T is a constant called the sam-
pling period, more commonly known as time step. For convenience,
we denote the sampling times tk = kT simply by k. Because there
are no time derivatives in discrete-time systems, we must approx-
imate differential equations by difference equations. The accuracy
of discrete-time solutions is ensured by choosing the time step T
sufficiently small.

Next, we rewrite the zero-order equation (6), in the form

ẋ(0)(t) = f (t) + B(0)(t)u(0)(t) (52)

where we introduced the notation f1(x(0)(t)) + f2(x(0)(t)) =
f (x(0)(t)) = f (t). Then, approximating the time derivative ẋ(0)(t) by
(x(0)(k + 1) − x(0)(k))/T , we discretize Eq. (52) in time and write

x(0)(k + 1) = x(0)(k) + T f (k) + T B(0)(k)u(0)(k),

k = 0, 1, 2, . . . (53)

Equations (53) represent a sequence of nonlinear algebraic equa-
tions in which all quantities are treated as constant over the periods
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from kT to (k + 1)T . Hence, given the zero-order state vector x(0)(t)
describing a certain aircraft maneuver, we sample it at the sam-
pling times tk , generate the sequence x(0)(0), x(0)(1), x(0)(2), . . . ,
solve Eqs. (53), and derive sequences for the needed unknowns.
The pertinent sequences are entered as inputs into the first-order
equations. Note that all the computations required for producing
these sequences can be carried out offline and the results introduced
into the first-order equations as the need arises.

Finally, after providing for an external force, we obtain the first-
order closed-loop equation

ẋ(1)(t) = A(t)x(1)(t) + B∗(t)Fext(t) (54)

where Fext(t) is a vector of external generalized forces. The discrete-
time counterpart of Eq. (54) is simply

x(1)(k + 1) = [I + T A(k)]x(1)(k) + T B∗(k)Fext(k)

k = 0, 1, 2, . . . (55)

and we note that A(k) includes inputs depending on k from the zero-
order problem, Eqs. (53). For any given maneuver sequence x(0)(k)
and any excitation sequence Fext(k), Eqs. (55) can be solved recur-
sively to obtain a sequence of state vectors x(1)(k), k = 0, 1, 2, . . . ,
describing the response of the system in discrete time. We recall
that the components of the state vector include displacements and
momenta, where the latter can be transformed into velocities. Every
one of these quantities can be plotted vs k to generate time simu-
lations. In this regard, we recall that k really stands for kT . These
plots consist of discrete dots. For small T , however, that is, for high
resolution, the plots appear as continuous.

VII. Numerical Example
A numerical example requires geometric, structural, and aero-

dynamic data. Such data pertaining to an actual aircraft have been
provided by an executive jet manufacturer and can be found in Ref. 6.
As an example, we consider a pitch maneuver for which the solution
of the zero-order problem depends on time and, consequently, the
first-order equations describing the extended perturbation problem
are time varying. For a pitch maneuver, the zero-order yaw and roll
angles and the second component of R(0)

f are zero, ψ(0) = φ(0) = 0
and R(0)

f y = 0. The pitch angle is assumed to have the form

θ(0)(t) = θ̂ (t) + θD(t) (56)

where θD(t) is the desired pitch angle throughout the maneuver, so
that θ(0)(t) approaches θD(t) as θ̂ (t) approaches zero. Similarly, the
first and third components of R(0)

f are assumed to have the form

R(0)

X (t) = R̂X (t) + RX D(t), R(0)

Z (t) = R̂Z (t) + RZ D(t) (57)

where RX D(t) and RZ D(t) are the solutions of the differential equa-
tions ṘX D = V (0) cos θD and ṘZ D = −V (0) sin θD , in which V (0) is
the aircraft forward velocity, so that tan θD = −dRZ D/dRX D . On the
other hand, the zero-order velocity vectors are

V(0)

f = [
V (0)

f x 0 V (0)

f z

]T
, ω(0)

f = [
0 ω

(0)

f y 0
]T

(58)

Moreover, from Eqs. (5), the momentum vectors are

p(0)

V f = m
[
V (0)

f x 0 V (0)

f z

]T + S̃(0)T
[
0 ω

(0)

f y 0
]T

p(0)

ω f = S̃(0)
[
V (0)

f x 0 V (0)

f z

]T + J (0)
[
0 ω

(0)

f y 0
]T

(59)

Using Eqs. (56–58), the kinematical relations given by the first
two of Eqs. (1) reduce to

˙̂RX = cos(θ̂ + θD)V (0)

f x + sin(θ̂ + θD)V (0)

f z − ṘX D

˙̂RZ = − sin(θ̂ + θD)V (0)

f x + cos(θ̂ + θD)V (0)

f D − ṘZ D

˙̂
θ = ω f y − θ̇D (60)

On the other hand, using the same relations and observing that
δ(0)

r = 0, the third and fourth of Eqs. (1) reduce to three scalar equa-
tions. Hence, the three control variables, namely, the engine thrust

F (0)

E , the aileron angle δ(0)
a , and the elevator angle δ(0)

e must be chosen
such that R̂X , R̂Z , θ̂ , and ω

(0)

f y remain as close to zero as possible,
whereas V (0)

f x and V (0)

f z remain constant.
The zero-order state equations, Eq. (52), are nonlinear and time

varying. For practical reasons, we must seek a solution in discrete
time, which implies use of Eqs. (53). This further implies that we
must first linearize and then discretize the nonlinear vector function
f (t) in time. To this end, we write

f (t) = f
(
x(0)(t)

) = A(0)(t)x(0)(t) (61)

where

A(0) = [
a(0)

i j

] =
[

∂ f (0)

i

∂x (0)

j

]
(62)

is a time-varying matrix. Hence, the discrete-time counterpart of
Eq. (61) is simply

f (k) = A(0)(k)x(0)(k), k = 0, 1, 2, . . . (63)

Inserting Eqs. (63) into Eqs. (53), we obtain

x(0)(k + 1) = [
I + T A(0)(k)

]
x(0)(k) + T B(0)(k)u(0)(k),

k = 0, 1, 2, . . . (64)

Equations (64) can be solved sequentially by inverse dy-
namics, which amounts to assuming a sequence of zero-order
state vectors x(0)(k) and deriving a sequence of control vectors
u(0)(k), k = 0, 1, 2, . . . . As an alternative, it is perhaps simpler to
postulate a maneuver geometry and derive an optimal control vec-
tor in the form

u(0)(k) = −G(0)(k)x(0)(k), k = 0, 1, 2, . . . (65)

where the control gain matrices are obtained for every k by the LQR
method, which amounts to solving a sequence of steady-state Riccati
equations. This requires that the sequence closed-loop matrices
A(0)(k) − B(0)(k)G(0)(k), k = 0, 1, 2, . . . , have stable eigenvalues.

We assume that θD(t) has the functional dependence

θD(t) = −0.06{[u(t) − u(t − Tm)](1 − cos 2π t/Tm)

+ [u(t − 2Tm) − u(t − 3Tm)][1 − cos 2π(t − 2Tm)/Tm]} (66)

in which u(t − a) is the unit step function initiated at t = a. We note
that the time derivative of θD vanishes at both the beginning and the
end of the maneuver, which ensures a smooth transition from the
steady rectilinear flight before the maneuver to a steady rectilinear
flight after it. Figure 1 shows θD(t) vs t and Fig. 2 shows RZ D(t) vs
RX D(t), which give a fair idea of the nature of the maneuver. Note
that Figs. 1 and 2 are for the maneuver duration Tm = 8 s.

We assume that, before the pitch maneuver, the aircraft is on
a steady level flight at an altitude of 25,000 ft and with a for-
ward velocity of V (0) = 416.67 ft/s. The control parameters are

Fig. 1 Desired pitch angle.

Fig. 2 Flight trajectory in Xf Yf plane.
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F (0)

E = 433.09 lb, δ(0)
a = 0, and δ(0)

e = −0.3178 rad, the angle of at-
tack is α(0) = 0.0680 rad, and the velocity components are V (0)

f x =
V (0) cos α(0) = 415.70 ft/s and V (0)

f z = V (0) sin α(0) = 28.32 ft/s.
The weighting matrices in the performance measure for the LQR

method are chosen as

Q = diag[500 500 0 0 0 0], R = diag[1 108 1010]
(67)

The resulting control gain matrices G(0)(k), when inserted into
Eqs. (65), yield the control vectors sequence u(0)(k). The corre-
sponding components F (0)

E (k), δ(0)
a (k), and δ(0)

e (k) are shown in
Figs. 3–5. Similarly, the resulting R(0)

Z (k) vs R(0)

X (k) is displayed
as a solid curve in Fig. 2.

Fig. 3 Zero-order engine thrust.

Fig. 4 Zero-order aileron angle.

Fig. 5 Zero-order elevator angle.

Fig. 6 Structural model.

The structural model of the flexible aircraft is shown in Fig. 6; it
is the same as that used in Ref. 7. For the first-order problem, we
model the flexibility by means of the first two aircraft shape func-
tions; they are displayed in Fig. 3 of Ref. 7. We assume that, before
the maneuver, the aircraft maintains the first-order forward veloc-
ity V (1) = −5 in./s, so that V(1)

f = C (0)

f [−5 0 0] − C (1)

f V (0)

f and a
zero angular velocity, ω(1)

f = 0. In the steady flight, the first-order
problem admits the static solution

θ(1) = 0.0003 rad, φ(1) = 0, F (1)

E = −0.1676 lb

δ(1)
a = 0, δ(1)

e = −0.0021 rad, ξ = [4.9616 0]T (68)

We propose to solve the extended perturbation problem in discrete
time, as described in the preceding section, under the assumption
that A(k), B(k), and Fext(k) are all constant over the sampling pe-
riod between kT and (k + 1)T . When the LQR method is used, the
control gain matrices G(k) are determined so that the closed-loop
poles are stable. The simulation of the discrete-time first-order re-
sponse is carried out by means of Eqs. (55). To compute G(k) by the
LQR method, we use the performance measure weighting matrices

Q = diag[1 1 · · · 1 0 0 · · · 0]

R = diag[1 100 100 100] (69)

To compute A(k), we assume control gain coefficients ki = ci = 2
for odd i and ki = ci = 1 for even i . The sampling period is assumed

Fig. 7 First-order longitudinal displacement.

Fig. 8 First-order vertical displacement.
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Fig. 9 Wing-tip displacement.

Fig. 10 First-order forward velocity.

Fig. 11 First-order plunge velocity.

Fig. 12 First point force on wing.

Fig. 13 Second point force on wing.

Fig. 14 First-order engine thrust.

Fig. 15 First-order elevator angle.

to be T = 0.0025 s. Figures 7 and 8 show the aircraft rigid-body
displacements, Fig. 9 the wing-tip elastic displacement and Figs. 10
and 11 the rigid-body velocities. Moreover, Figs. 12 and 13 show
the control forces due to point actuators and Figs. 14 and 15 show
the engine thrust and the elevator angle. Note that all the pertinent
first-order quantities are measured from the static values given by
Eqs. (68). As can be seen from the discrete-time simulations, all the
solutions behave as expected.

VIII. Conclusions
A new generation of aircraft, namely, UAVs, and, in particular,

autonomous UAVs, are expected to carry out tight maneuvers. Even
commercial aircraft must perform critical maneuvers occasionally,
such as in collision avoidance. A recently developed theory for the
dynamics and control of maneuvering flexible aircraft is ideally
suited for treating such problems. The state equations describing
these problems are generally nonlinear. Given the way in which air-
craft are flown, a perturbation approach permits separation of the
problem into one for the large rigid-body motions of the aircraft
on a given flight path, referred to as the quasi-rigid flight dynamics
problem, and a second one for small perturbations in the rigid-body
variables and the elastic displacements, referred to as an extended
perturbation problem, in which the second problem receives in-
puts from the solution of the first. When the aircraft executes a
time-dependent maneuver, the extended perturbation equations are
time varying, which tends to complicate the state equations and
the corresponding control design. This paper is concerned with just
such time-varying systems, and it contains several developments
designed to better handle these systems. In particular, it contains
an explicit derivation of the matrices defining the state equations,
a new approach to the control of the perturbations from the flight
path, and a formulation for computer simulations of the system re-
sponse in discrete time. Computer solutions of the closed-loop state
equations for the system response can be carried out conveniently
by the use of MATLAB and MATHEMATICA. A numerical ex-
ample illustrates the approach for a flexible aircraft carrying out a
pitch maneuver. The example includes a fair number of response
simulations in discrete time.
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